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Abstract—In theory, the pose of a calibrated camera can be uniquely determined

from a minimum of four coplanar but noncollinear points. In practice, there are many

applications of camera pose tracking from planar targets and there is also a number

of recent pose estimation algorithms which perform this task in real-time, but all of

these algorithms suffer from pose ambiguities. This paper investigates the pose

ambiguity for planar targets viewed by a perspective camera. We show that pose

ambiguities—two distinct local minima of the according error function—exist even

for cases with wide angle lenses and close range targets. We give a comprehensive

interpretation of the two minima and derive an analytical solution that locates the

second minimum. Based on this solution, we develop a new algorithm for unique

and robust pose estimation from a planar target. In the experimental evaluation, this

algorithm outperforms four state-of-the-art pose estimation algorithms.

Index Terms—Camera pose ambiguity, pose tracking.
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1 INTRODUCTION

THERE are many applications of pose estimation, where 6 degrees of
freedom of a camera’s pose have to be calculated from known
correspondences with known scene structure. This can be done from
a single image or from an image sequence. In photogrammetry, this
problem is known as space resectioning and it is often solved offline
by bundle adjustment techniques, achieving very high precision
and, at the same time, high robustness against outliers. In general,
there are several ways to solve this problem, as long as many points
can be used and when the pose can be calculated offline (e.g., taking
information from frames nþ k into account to calculate the pose for
frame n). Online pose tracking requires calculating the camera pose
for each frame, in real-time. Often, interest points are extracted from
a target and the camera pose is calculated relative to the target’s pose
in the scene. In theory, pose can be calculated from four or more
coplanar but noncollinear points, if the intrinsic parameters of the
camera are known; this remains a critical configuration for an
uncalibrated camera, even if many coplanar points are available [1].

In the computer vision literature, several approaches to pose
estimation are known. Most of them work for arbitrary 3D target
point configurations [2], [3], [4], some have been extended to use
points and lines [5], [6], and some work also for coplanar points [3],
[4]. Recent success has also been reported for online structure and
motion estimation [7]; where many interest points are extracted,
frame-to-frame correspondence is rather easy and no a priori
reference to a scene coordinate system is required (for early work
in this direction see [8]).

Augmented Reality (AR) is a main area of application of vision-
based tracking systems which are based on planar targets. Examples
of such systems include the widely used ARToolkit [9] and the
system of Malik et al. [10] (they claim to be more precise than
ARToolkit due to an improved target design). Kawano et al. [11]
discuss a number of further planar markers for AR and present their
own coded planar target. Users of such systems observe that vision-
based pose is not very precise, which results in significant jitter, and
not very robust, suffering from pose jumps and gross pose outliers.
We also provide experimental evidence in this paper, where we

compare several state-of-the-art pose algorithms and observe severe
pose jumps, which should not occur.

These pose ambiguities have also been discussed by Ober-
kampf et al. [12]. They give a straightforward interpretation for the
case of orthographic projection and they develop their POSIT
algorithm for planar targets, which uses scaled orthographic
projection at each iteration step. POSIT starts from the two minima
under orthography, maintains two alternative solutions, and,
finally, decides for the better one based on a distance measure E,
which is calculated from reprojection errors in the image space.
However, this approach does not analyze the perspective
situation, but rather provides an efficient heuristic to deal with
the two minima.

This paper tackles the general case of perspective projection.
We show that pose ambiguities exist also for cases with wide angle
lenses and close range targets. We give a comprehensive
interpretation of these ambiguities and develop a new algorithm
for a unique and robust solution to pose estimation from a planar
target. We start with a simple geometric interpretation of pose
ambiguity and show, in an illustrative example, how two local
minima of an according error function can develop (Section 2).
Section 3 presents an algorithm that analyzes the error function
numerically and provides the actual number of local minima for a
given experimental configuration. Based on our experimental
evidence, that there are, in general, two local minima, we develop
our new robust pose estimation algorithm in Section 4. Section 5
presents experimental results and comparison with state-of-the-art
pose algorithms, and conclusions are drawn in Section 6.

2 POSE AMBIGUITY/GEOMETRIC INTERPRETATION

Camera pose estimation is discussed for a calibrated camera (with
known interior parameters) as the problem of finding the six
exterior parameters of the camera: orientation R ¼ fð�; �; �Þ and
position t ¼ ½tx; ty; tz�T of the camera with respect to a scene
coordinate system. Fig. 1 shows the center of projection CC (camera
center, origin of the camera coordinate system), the image plane,
and a planar model (model points Pi in the plane �). Without loss
of generality, we assume that the model coordinate system is
located in the model center CM and coincides with the origin of the
scene coordinate system. Thus, camera position t is represented by
the vector from CC to CM and camera orientation can be
represented as rotations of the model plane, as shown for a
rotation � around the y-axis of the model coordinate system.

We assume n coplanar model points pi ¼ pix piy 0
� �T

in scene
coordinates which are transformed to camera coordinates vi by

vi / Rpi þ t; ð1Þ

where / denotes “directly proportional” because vi are measured
up to an unknown scale factor. We further on refer to vi as points in
camera coordinates and to v̂i as their measurements in the image
(also in camera coordinates, but imprecise due to noise). A pose
estimation algorithm has to find values for R̂ and t̂ that minimize an
error function. In principle, there are two possible choices: image
space error (used in bundle-adjustment and by [2], [12])

EisðR̂; t̂Þ ¼
Xn
i¼1

v̂ix
v̂iz
�R
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ð2Þ

and object-space error, as used by [3], [6],

EosðR̂; t̂Þ ¼
Xn
i¼1

I � V̂i
� �

ðR̂pi þ t̂Þ
�� ��2

with V̂i ¼
v̂iv̂

t
i

v̂tiv̂i
: ð3Þ
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Pose ambiguity denotes situations where Eis or Eos have several

local minima for a given configuration. We now illustrate pose

ambiguity for a comprehensive example. We assume a distinct

rotation � around the y-axis, as depicted in Fig. 1, and point out that

there may exist a second, different angle �which also leads to a local

minimum of the according error function Eis or Eos. Since the

existence of such a minimum depends on all parameters of (2) or (3),

we subsequently assume certain parameter configurations and just

vary one parameter at a time (ktk or �).1 Fig. 2 shows how the error

functions change for � ¼ 60� and zero noise (v̂i ¼ vi), depending on

different distances ktk between model center CM and camera center

CC . In all cases, there is one absolute minimum at � ¼ 60� where

Eis ¼ Eos ¼ 0. For ktk ¼ 4m; 6m; 10m, we see local minima of

increasing significance (decreasing Eos) at � ¼ �49:6�, �56:0�, and

�58:6�. With increasing distance ktk between model and camera,

the effect of perspective projection decreases. For ktk ¼ 1, we

would have orthographic projection with a second minimum of Eis ¼
Eos ¼ 0 at � ¼ �60�. For ktk < 3:06m (� 36:20� field of view of the

target), there exists only one minimum of the error function
(Eis ¼ Eos ¼ 0 at � ¼ 60�). Fig. 3 depicts the situation for constant
ktk ¼ 6m and varying rotation angles �. Again, we assume a noise-
free case and obtain Eis ¼ Eos ¼ 0 for each �. For � ¼ 40�, 50�, 60�,
70�, and 80�, we see a second local minimum of Eos at � ¼ �30:1�,
�43:9�, �56:0�, �76:5�, and �78:8�. For � < 34:8�, there exists no
second local minimum of Eos.

This very simple example already reveals that there is pose
ambiguity, not only under orthography, but also for close range
perspective, especially when the model plane is significantly tilted.
We also note that the magnitudes and the positions of local minima
are very similar for the two error functions Eis and Eos. In our
example, we could observe the development of a second
prominent minimum and the correct minimum would always be
found for zero error functions because no measurement noise was
assumed. In the general case, we will have measurement noise
(v̂i 6¼ vi), and the number of local minima will depend on all
parameters of Eis or Eos. In the remainder of this paper, we derive
results for Eos, which has also been used by [3], [6] and is easier to
parameterize than Eis. For general configurations (arbitrary
number and positions of points in the model plane, significant
measurement noise, rotations about three axes), we first examine
ways to estimate the number of local minima in Section 3, and
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Fig. 1. Pose Ambiguities with perspective projection.

1. Our model is a square centered around CM with p1 ¼ ½1 1 0�Tm,
p2 ¼ ½1 � 1 0�Tm, p3 ¼ ½�1 � 1 0�Tm, p4 ¼ ½�1 1 0�Tm, focal length of the
camera is 800 pixels, and pixelsize ¼ 8� 10�6m.

Fig. 2. (a) Eis and (b) Eos for � ¼ 60� and varying distances ktk.

Fig. 3. (a) Eis and (b) Eos for various rotation angles �.
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proceed with the development of a robust pose estimation

algorithm in Section 4.

3 LOCAL MINIMA

In this section, we develop a numerical algorithm which finds all

minima of Eos. From [3], we know that the optimal translation is

given by

t̂opt ¼
1

n
I � 1

n

X
j

V̂j

 !�1X
j

V̂j � I
� �

R̂pj ¼ G
X
j

V̂j � I
� �

R̂pj; ð4Þ

which results in an error function depending only on the rotation R̂

EosðR̂Þ ¼
Xn
i¼1

I � V̂i
� �

R̂pi þG
X
j

V̂j � I
� �

R̂pj

 !�����
�����

2

: ð5Þ

Using Euler angles to parameterize the rotation R̂ with the three

parameters �, �, and �,

R̂ð�; �; �Þ ¼ Rxð�ÞRyð�ÞRzð�Þ; ð6Þ

where Rið�Þ describes a rotation of � degrees about axis i and,

using the substitution,

�t ¼
k�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cosð�Þ
p

1þcosð�Þ if 2k� �
2 < � � 2kþ �

2

k�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cosð���Þ
p

1þcosð���Þ otherwise;

8><>:
k� ¼

þ1 if k < � � kþ �
2

�1 otherwise;


 ð7Þ

where k ¼ . . . ;�2�;��; 0; �; 2�; . . . , we can write the the trigono-

metric functions as fraction of polynomials in �t

cosð�Þ ¼ s� 1��2
t

1þ�2
t

sinð�Þ ¼ s� 2�t
1þ�2

t

for � ¼ �; �; � and s� 2 f�1; 1g: ð8Þ

For example, the rotation Rxð�Þ about the x-axis with � 2 ½0; 2��
can be written as

Rxð�Þ ¼
1 0 0

0 cosð�Þ � sinð�Þ
0 sinð�Þ cosð�Þ

264
375

e>Rx;s� ð�tÞ ¼
1

1þ �t2

1þ �t2 0 0

0 s�ð1� �2
t Þ s�ð�2�tÞ

0 s�ð2�tÞ s�ð1� �2
t Þ

264
375;

ð9Þ

with two distinct (s� ¼ �1 and s� ¼ þ1) functions Rx;s� ð�tÞ in the

interval �t 2 � �
2 ;

�
2

� �
. Repeating this process for Ryð�Þ e>Ry;s� ð�tÞ

and Rzð�Þ e>Rz;s� ð�tÞ and considering the symmetry of the rotation

(R̂ð�; �; �Þ � R̂ð� þ �; 3� � �; � þ �Þ), we obtain a piecewise (four

different combinations of s�, s� , and constant s� ¼ 1) representation

of the rotation R̂ð�; �; �Þ e>R̂s�;s� ð�t; �t; �tÞ. Using this parameteriza-

tion of the rotation in the error function (5), we get

Es�;s� ð�t; �t; �tÞ ¼
Ps�;s� ð�t; �t; �tÞ

1þ �2
tð Þ2 1þ �2

tð Þ2 1þ �2
tð Þ2

; ð10Þ

where Ps�;s� ð�t; �t; �tÞ is a multivariate polynomial of order five in

the variables�t, �t, and �t. The coefficients can be estimated from the

given model points pi and the measured camera coordinates v̂i. This

means that we can replace the original error function (5) with its

trigonometric terms by four different functions Es�;s� , which are

fractions of polynomials. We want to mention explicitly that the

original problem (5) is identical to the transformed one (10). Thus,

both functions will have the same number of minima, which can be
found as roots of the first derivatives

@Es�;s� ð�t; �t; �tÞ
@�t

¼
@Ps�;s� ð�t;�t;�tÞ

@�t
1þ �2

t

� �
� 4�tPs�;s� ð�t; �t; �tÞ

1þ �2
tð Þ 1þ �2

tð Þ2 1þ �2
tð Þ2 1þ �2

tð Þ2
¼ 0

ð11Þ

e>E�t ¼
@Ps�;s� ð�t; �t; �tÞ

@�t
1þ �2

t

� �
� 4�tPs�;s� ð�t; �t; �tÞ ¼ 0

for �t ¼ �t; �t; �t:
ð12Þ

Solutions to the three equations are found by using an interval-
based splitting approach [13]. Starting from intervals �t 2 � �

2 ;
�
2

� �
,

�t 2 � �
2 ;

�
2

� �
, and �t 2 � �

2 ;
�
2

� �
, we estimate the bounds of the three

derivatives E�t , E�t , and E�t using Bernstein expansions (for
details, the reader is refered to [13]). An interval will contain one or
more stationary points, if all lower bounds of the three functions
are negative and all upper bounds are positive. In this case, the
interval is divided into two subintervals and the process is
repeated until a given size of the intervals (we chose a maximum
number of divisions of 20 for each variable, leading to an interval
size of 1

220 � 2� 10�6rad) is reached.
After this process, we end up with a list of narrow intervals,

where the error function may attain a minimum. To check the type
of the stationary point (minimum, maximum, or saddle point), we
estimate the Hessian matrix

H�t;�t;�t ¼
E�t;�t E�t;�t E�t;�t

E�t;�t E�t;�t E�t;�t

E�t;�t E�t;�t E�t;�t

24 35 ð13Þ

for each interval. A minimum requires that the three eigenvalues of
the Hessian matrix are positive. To estimate these eigenvalues,
we have to estimate the roots of the characteristic polynom
detðH�t; �t; �t � �IÞ ¼ 0. Because we just have lower and upper
bounds of the entries of the Hessian matrix for a narrow interval, the
estimation of the eigenvalues is performed using interval analysis
[14]. Only if the lower bounds of the three eigenvalues are positive,
then the stationary point inside this interval is a minimum. If we
cannot specify the type of the stationary point (for different signs of
lower and upper bound of an eigenvalue), we need to restart the
divide process. Finally, this process delivers a list of intervals which
contain minima of (10) and all minima of the four different functions
(s� 2 f�1; 1g and s� 2 f�1; 1g) of (10) have to be collected to obtain a
list of all minima of the error function (5). As a final step, only minima
with a valid physical interpretation, i.e., solutions where all the
model points pi are in front of the camera, are selected.

As will be seen from our experiments in Section 5.1, a thorough
analysis of our special case (coplanar points in front of the camera
viewed under perspective projection) typically delivers two distinct
minima. Sometimes, there is only one (the correct) minimum. But,
we found not a single case with more than two local minima of Eos.

4 ROBUST POSE ESTIMATION ALGORITHM

Our new algorithm is based on the following assumptions: There is
either one (the correct) minimum or there are two local minima of
Eos depending on the actual configuration (R̂, t̂, pi, and v̂i). For
real images with measurement noise (vi 6¼ v̂i), Eos will, in general,
be above zero, but in cases of two local minima, the error should be
lower for the correct pose. Existing pose estimation algorithms
search for a minimum of Eos and will often return the wrong pose
(up to 50 percent of the cases, as is shown in Section 5).

To develop our algorithm, we first assume a known pose (R̂1, t̂1),
which we can get from any pose estimation algorithm, and then use
this first guess of a pose to estimate a second pose, which also
minimizes the error functionEos. An analytic solution for the second
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pose can be obtained by modifying the general transformation (1) in
a way that, finally, Eos only depends on a rotation about the y-axis
Ryð�Þ and t. Subsequently, we switch between presentations of
general equations ((14), (16), and (19)) and specific calculations (Rx

and Rz) based on the initial first pose ðR̂1; t̂1Þ.
Assume model points pi which are measured in the image as v̂i

(see (1)) such that

v̂i � vi / Rpi þ t: ð14Þ

Without loss of generality,2 we can multiply both sides of (14) with

Rt to get a transformed system

Rtv̂i � Rtvi / RtRpi þ Rtt; ð15Þ

such thatRtt̂1 ¼ ½0 0 kt̂1k�T . This results in a projection of the model
center CM ð½0 0 0�T Þ to the image as ½0 0 kt̂1k�T . Let

~vi ¼ Rtv̂i ~t1 ¼ Rtt̂1
~R1 ¼ RtR̂1: ð16Þ

The pose ð ~R1;~t1Þ minimizes

Eosð ~R;~tÞ ¼
Xn
i¼1

I � ~Vi
� �

ð ~Rpi þ ~tÞ
�� ��2

: ð17Þ

Without loss of generality, we introduce a rotation matrix ~Rz,
such that

Eosð ~R;~tÞ ¼
Xn
i¼1

I � ~Vi
� �

ð ~R ~Rz
~R�1
z|fflfflffl{zfflfflffl}

I

pi þ ~tÞ

������
������

2

: ð18Þ

The rotation ~R�1
z rotates the planar model pi, where all piz ¼ 0, only

about the z-axis such that the rotated model ~pi ¼ ~R�1
z pi is also planar

with z ¼ 0. The rotation matrix ~R1
~Rz can be decomposed3 into the

product of three rotations ~R1
~Rz ¼ Rzð~�1ÞRyð ~�1ÞRxð~�1Þ, whereRið�Þ

describes a rotation of � degrees about axis i. By selecting ~Rz such

that ~�1 ¼ 0, we obtain another transformed system

~vi � Rzð~�ÞRyð ~�Þ~pi þ ~t ð19Þ

with the corresponding error function

Eosð~�; ~�;~tÞ ¼
Xn
i¼1

I � ~Vi
� �

ðRzð~�ÞRyð ~�Þ~pi þ ~tÞ
�� ��2

: ð20Þ

Equations (19) and (20) are equal to (15) and (17) in the case of

using the known pose ð ~R1;~t1Þ or fð0; ~�1; ~�1Þ;~t1

� �
.

From Section 2, we know that there may be two minima of the

error function Eos with regard to a rotation about one axis (y-axis)

depending on the parameters. In our transformed system (19), we

have a rotation about this axis (y-axis) and a rotation about the z-axis.
Let us discuss the effect of the rotation Rzð~�Þ. We know from our

normalization step (16) that ~t1 ¼ ½0 0 kt̂1k�T . In this case, we can
rewrite (19) as

~vi � Rzð~�ÞðRyð ~�Þ~pi þ ~t1Þ ð21Þ

because Rzð~�Þ~t1 ¼ ~t1. Thus, Rzð~�Þ is a rotation just around the

optical axis of the camera. This rotation leaves the geometric

relation between image plane and model plane invariant and just

affects image coordinates. Thus, we can just search for local

minima of Eos with respect to �.
This reparameterization of Eos leads us to our new “Robust Pose

Estimation Algorithm for Planar Targets:”

1. Estimate a first pose P̂1 ¼ ðR̂1; t̂1Þ by applying any existing
iterative pose estimation algorithm. In our experiments, we
used the iterative algorithm proposed by [3]. P̂1 is one local
minimum of Eos. Our goal is to analytically derive an
estimate of the second local minimum, if such a minimum
exists.

2. Transform the coordinate system according to (16) to get
~P1 ¼ ð ~R1;~t1Þ.

3. Estimate ~Rz as described in (18) and (19) to obtain the
transformed system and the parameters of the first pose (~�1

and ~�1).
4. Fix ~� ¼ ~�1 and estimate all local minima of (20) for the

parameters ~� and ~t. For details, see Section 4.1 below.
5. Undo the transformations of Steps 1 and 2 for all local

minima to obtain poses P̂i.
6. Use all poses P̂i as an initial value for the iterative pose

estimation algorithm [3] to get final poses P?
i .

7. Decide the final and correct pose, which has the lowest
error Eos.

4.1 Estimation of the Local Minima

We discuss here how to estimate the local minima of (20) for given
~pi,~vi, and Rzð~�Þ. We can solve (20) for the optimal translation ~topt
with regard to the minimization ofEos by derivating (20) such that [3]

@Eos

@~t
¼ 0 ) ~toptð ~�Þ ¼ G

X
j

~Vj � I
� �

Rzð~�ÞRyð ~�Þ~pj ð22Þ

with ~G ¼ 1

n
I � 1

n

X
j

~Vj

 !�1

; ð23Þ

where ~G is a constant which depends only on measured image
positions ~vi.

By plugging ~toptðRÞ into (20), we obtain an error function
which only depends on ~� (the rotation about the y-axis):

Eosð ~�Þ ¼
Xn
i¼1

kðI � ~ViÞðRzð~�ÞRyð ~�Þ~pi

þ ~G
Xn
j¼1

ð ~Vj � IÞRzð~�ÞRyð ~�Þ~pjÞk2:

ð24Þ

Simplifying Ryð ~�Þ, by substituting ( ~�t ¼ tan 1
2 ~�

), we obtain

Ryð ~�Þ ¼
cosð ~�Þ 0 sinð ~�Þ

0 1 0

� sinð ~�Þ 0 cosð ~�Þ

264
375;

Ryð ~�tÞ ¼
1

1þ ~�t
2

1� ~�t
2

0 2 ~�t

0 1þ ~�t
2

0

�2 ~�t 0 1� ~�t
2

2664
3775:

ð25Þ

By plugging this into (24), we get a function Eosð ~�tÞ which now

only depends on ~�t. To obtain all stationary points of this function,

we need to solve

@Eosð ~�tÞ
@ ~�t

¼ 0; ð26Þ

which is a polynomial of degree four and can be easily solved.
In general, we will obtain four solutions, which represent those
rotations about the y-axis, where Eos attains an extremum. There
are up to two minima, which are selected as those stationary
points with @2Eosð ~�tÞ

~�t
> 0.

We want to mention explicitly that the number of solutions (one
or two) depends on the pose of the camera (R and t) and on the
model points (pi). For different models, but same pose of the camera,
the coefficients of the fourth order polynomial (26) are different.
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2. Note that this transformation does not affect the shape of the error
function. Thus, minima of the transformed system will also be minima of
the original system. See Appendix A for details.

3. For details on how to obtain ~Rz, see Appendix B.
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5 EXPERIMENTAL RESULTS

For all experiments, we used the following setup:

1. For each test, we generated a random model consisting
of 10 points pi ¼ ½xi yi zi�T in the range xi ¼ ½�1; 1�,
yi ¼ ½�1; 1�, and zi ¼ 0 to be planar.

2. For each test, we generated a random rotationR of the pose.
3. The translation vector t of the pose was chosen such that

the measured image points vi were located in the image at
a random position and with a maximum size of the Feret
box of 200 pixels.4

4. To each image point vi, Gaussian noise was added to get v̂i.

5.1 Estimation of the Number of Minima of Eos

We used the algorithm presented in Section 3 to estimate the
number of minima for 600 different experiments (with two pixels
Gaussian noise). Fig. 4a shows the rates of found minima of this
simulation plotted against the tilt angle � of the model plane (see
Fig. 1). The rates for tilt angles are averaged (the values for � ¼ 5
and 15 average the rates for all angles in [0,9.99], [10,19.99], etc.).
First, we want to mention that, in none of our experiments, we get
more than two minima. We further see that the rate of appearance
of two minima decreases with low angles �, but on average there
are at least 80 percent of cases with two minima. This is similar to
our geometric interpretation (see Fig. 3). Fig. 4b shows the average
Error-values (mean and standard deviation) for these two minima.
Eos is always lower for the correct minima, but for small tilt
angles �, they are very similar. The average number of intervals
that had to be inspected to get the final list of minima was
approximately 60.000, which, in turn, required about 1 hour of
computation time per experiment on a standard 2.4GHz PC.

5.2 Robust Pose Estimation Algorithm

To test the proposed robust pose estimation algorithm (Section 4),
we generated 1,000 different models and poses for 13 different
noise levels reaching from zero to 6 pixels. In Fig. 5, the results of
our algorithm are compared to four state-of-the-art algorithms. The

solid line shows the results of our algorithm, which achieves a rate
of 100 percent to find the correct pose in the noise-free
case ðGaussian noise ¼ 0 pixelsÞ. With increasing noise, the rate
decreases down to 83.7 percent for 6 pixels Gaussian noise. Results
for existing common iterative pose estimation algorithms ([2], [3])
are also given. Because there are most of the time two local minima
of the error function, the rate of finding the correct solution with
these algorithms is just above 50 percent. Only the POSIT algorithm
for coplanar feature points [12] maintains two solutions during its
iterations and performs comparable to our algorithm. The slightly
less robust results of POSIT can be explained in two ways: Either
there are cases where POSIT finds only one minimum in the
initialization phase, or the scaled orthographic projection approx-
imates the true perspective case such that, in cases of very similar
error functions, the wrong minimum is selected. The algorithm of
Ansar and Daniilidis [5] starts at 100 percent for zero noise because
this algorithm calculates a direct solution, but its performance also
decreases significantly with increasing noise level.

In Step 6 of our algorithm, we use all poses P̂i as initial values for
the iterative algorithm by Lu et al. [3]. Fig. 6 shows the average
improvement in terms of rotations from pose P̂i to the refined pose
P?
i . This can also be interpreted as a measure of mean error of our

direct solutions obtained by solving (26). The diagram shows mean
and standard deviation for all different noise levels. The mean error
is always below three degrees and increases with increasing noise
level. From Section 2, we know that the number of the minima of the
error function increases with increasing tilt angle � of the model
plane. Our experiments show the same behavior. The dashed line in
Fig. 7 represents the rate of having only one minimum for the noise-
free case. The solid line shows this rate for the case of 2 pixels
Gaussian noise. There is either one minimum, or there are exactly
two minima. For zero noise, we find one unique solution if the image
plane is nearly parallel to the model plane (� � 15�), but still more
than 35 percent of two solutions for 2 pixels Gaussian noise. For
� > 20�, there are almost always two solutions.

Fig. 8 compares the rates of choosing the correct solution for our
algorithm (solid line) with other common pose estimation
algorithms ([2], [3], [5], [12]) plotted against the angle �. Here,
we used only tests where the Gaussian noise was 2 pixels. As we
know already from Fig. 7, there is only one solution in the case of
small �, so the rate of choosing the correct solution is one for all
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4. Interior parameters: fx ¼ fy ¼ 800, x0 ¼ 320, and y0 ¼ 240. Image
Size: 640� 480.

Fig. 4. Simulation results for the number of minima of Eos. (a) Rate of found minima. (b) Mean values and standard deviation for correct and second minima.

Fig. 5. Rate of choosing the correct pose (Solid line: Our algorithm).
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algorithms. In cases where two solutions occur, the performance of
other algorithms drops down to rates as low as 50 percent to find
the correct solution. Our algorithm has a rate of above 95 percent to
estimate the correct solution for all angles � except in the range
from 10 to 20 degrees. This effect is caused by noise that influences
the results in this range of transition from one to two minima (see
the overlapping area of solid and dashed lines in Fig. 7). Thus, our
algorithm performs slightly better than POSIT [12], but signifi-
cantly outperforms all other algorithms [2], [3], [5].

6 CONCLUSIONS

Except for the work by Oberkampf et al. [12], ambiguities in pose
estimation from planar targets have been neglected in the
literature. We have presented a thorough analysis of the
perspective case and could show that, in general, there exist two
local minima of the according error function. These two minima
are the reason why pose jumps are observed in many pose tracking
applications. Based on these findings, we presented a new “Robust
Pose Estimation Algorithm for Planar Targets” which takes the two
minima into account to give a robust pose. Our algorithm is based
on an analytic solution that locates the second minimum, which
makes it more robust against pose jumps than all previous pose

estimation algorithms. This new algorithm should be relevant for

many applications in AR and navigation.5

APPENDIX A
We show that the error function (3) is invariant to rotation.

Multiplying both sides of (1) with a rotation R gives:

Rvi / RRpi þRt. The corresponding error function is

Xn
i¼1

I �Rv̂iv̂
t
iRt

v̂tiRtRv̂i

� �
ðRR̂pi þRt̂Þ

���� ����2

¼
Xn
i¼1

R�R v̂iv̂
t
i

v̂tiv̂i

� �
RtðRR̂pi þRt̂Þ

���� ����2

¼
Xn
i¼1

R I � v̂iv̂
t
i

v̂tiv̂i

� �
RtðRR̂pi þRt̂Þ

���� ����2

¼
Xn
i¼1

R I � v̂iv̂
t
i
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� ���� ����2

:

ð27Þ
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Fig. 6. Average error and standard deviation for P̂i � P?
i .

Fig. 7. Rate of having one solution versus angle � (Dashed line: Noise-free case. Solid line: noise ¼ 2 pixels).

Fig. 8. Rate of correct pose versus angle � for noise ¼ 2 pixels (Solid line: our algorithm).

5. Our Matlab code is available at http://www.emt.tugraz.at/~pinz/
code/. A C++ implementation is available in ARToolkitPlus [15].
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Since Rak k ¼ ak k, the error function of the rotated system is equal
to the error function of the orignal system (1).

APPENDIX B
By writing a decomposition of RRzð�Þ as a product of three
rotations,

RRzð�Þ ¼ Rzð�ÞRyð�ÞRxð� ¼ 0Þ

¼
cosð�Þ cosð�Þ � sinð�Þ cosð�Þ sinð�Þ
sinð�Þ cosð�Þ cosð�Þ sinð�Þ sinð�Þ
� sinð�Þ 0 cosð�Þ

264
375; ð28Þ

we see that the second element in the third row of the composed
matrix ðRRzð�ÞÞ32 must vanish to obtain a decomposition with
� ¼ 0. This gives us a constrained and, therefore, a unique solution
for the rotation angle �.

R32 cosð�Þ � R31 sinð�Þ ¼ 0 ¼) � ¼ arctan
R32

R31

� �
: ð29Þ
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